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We consider Pitman closeness domination in predictive density estimation problems when the
underlying loss metric is α-divergence {D(α)}, a loss introduced by Csiszàr (1967) given by

Dα{p̂(ỹ|y), p(ỹ|ψ)} =

∫
fα

(
p̂(ỹ|y)

p(ỹ|ψ)

)
p(ỹ|ψ)dỹ, (1)

where, for −1 ≤ α ≤ 1

fα(z) =


6

1−α2 (1− z(1+α)/2), |α| < 1

z log z, α = 1 (2)
− log z, α = −1.

Here KL loss corresponds to α = −1. The case α = 1 is sometimes referred to as reverse KL
loss.

If the true density function of Y is N(µ, σ2) and the estimated predictive density of Y is
N(µ̂, σ̂2), Chang and Strawderman (2014) have derived the general form of Dα loss and have
shown that it is a concave monotone function of quadratic loss and is also a function of the
variances (observed, predicand, and plug-in). The general form is given as following:
a) for −1 < α < 1,

Dα(N(ỹ|µ̂, σ̂2), N(ỹ|µ, σ2)) =
4

1− α2

(
1− d(σ2, σ̂2)e−A(σ

2,σ̂2)
(µ̂−µ)2

2

)
, (3)

where

d(σ2, σ̂2) =
σ(α−1)/2τ

σ̂(α+1)/2
, A(σ2, σ̂2) =

(
1− α
2σ2

)(
1− (1− α)τ2

2σ2

)
> 0,

1

τ2
=

(
1 + α

2σ̂2
+

1− α
2σ2

)
.

Further, d(σ2, σ̂2) < 1 and A(σ2, σ̂2) > 0.

b) for α = +1, D+1(N(ỹ|µ̂, σ̂2), N(ỹ|µ, σ2)) = 1
2

[(
σ̂2

σ2−log σ̂2

σ2−1

)
+ (µ̂−µ)2

σ2

]
. (4)

c) for α = −1, D−1(N(ỹ|µ̂, σ̂2), N(ỹ|µ, σ2)) = 1
2

[(
σ2

σ̂2−log σ2

σ̂2−1

)
+ (µ̂−µ)2

σ̂2

]
. (5)

Note : The first part of the RHS of (4) and (5) is a form of Stein’s loss for estimating variances
and the second part is the squared error loss (µ̂ − µ)2 divided by either the true or estimated
variance. Also note that in each case, the {D(α)} loss is a concave monotone function of squared
error loss |µ̂− µ|2 and is also a function of the variances.

The underlying distributions considered are normal, including the distribution of the ob-
servables, the distribution of the variable whose density is to be predicted, and the estimated
predictive density which will be taken to be of the plug-in type. We demonstrate {D(α)} Pit-
man closeness domination of certain plug-in predictive densities over others for the entire class
of metrics simultaneously when related Pitman’s closeness domination holds in the problem
of estimating the mean. We also consider {D(α)} Pitman domination of certain generalized
Bayesian (best invariant) procedures suggested by Corcuera and Giummole (1999).

Examples of Pitman closeness domination presented relate to the problem of estimating the
predictive density of the variable with the larger mean. More precisely, let X1 ∼ N(µ1, σ

2
1)

and X2 ∼ N(µ2, σ
2
2) be two independent random normal variables, where µ1 ≤ µ2. Under the

above restriction we wish to predict a normal population with mean equal to the larger mean,
µ2, and variance equal to σ2, Ỹ ∼ N(µ2, σ

2). We consider different versions of this problem,
depending on whether the σ2i , i = 1, 2 are known or are unknown but satisfy the additional order
restriction, σ21 ≤ σ22. The case of two ordered normal means with known covariance matrix is
also considered.


