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We consider a density estimator composed by a localized optimization using Bregman diver-
gence and a kernel function. Let X7, ..., X, be a sample drawn from a d variate density f. We
aim at obtaining a density estimator with local adaptation. To do this we utilize a parametric
d variate density go(x) = g(x,6), where § € © C R? is a p-dimensional parameter vector. For
a strictly convex function U, consider the Bregman divergence

Dy-(go, f) = / (U (u(g(x,0))) — U (u(f(x))) — f(x){ulg(z,0)) — u(f(x))}] dr,
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where U* is the convex conjugate of U and u = U’, the derivative of U.
A usual parametric density estimator can be composed by f(z) = g(x,0,), where
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0, = arg min 0,(0)

and
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£(6) = =2 Yo ulo(Xe0) + [ U (ulg(o, 01
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which is an empirical version of Dy«(gs, f).
Our proposed density estimator f(t) at a target point ¢ is defined as

where
0,(t) = arg min l1(0)

0) —% g[( (th_ t) w(g(Xi, 0)) + /R K (“” - t) U* (u(g(z, 0)))dz.

Here K (z) is kernel function which is a smooth unimodal integrable function symmetric around
z =0, and h is the bandwidth. The ¢,,(6) can be seen as a localized version of ¢,,(6).
The risk of f and f are defined respectively as

and

D(f) = By [Du-(f.f)] and D(f) = By [Do- (£, £)]

where F, designates the expectation by the joint distribution of Xj,..., X,,. We evaluate the
risk difference D(f) — D(f) under the situation n — oo and“h — o0”, and we claim that f
improves f in asymptotic sense.



