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In this talk we discuss the kernel-type estimators of mean residual life function
mX(t) = E(X − t|X > t). New estimators that can eliminate the boundary bias effect
are proposed. Let X1, X2, ..., Xn be independently and identically distributed nonnega-
tive random variables with an absolutely continuous survival function SX and a density
fX . If we define SX(t) =

∫∞
t

SX(x)dx, then the mean residual life function can be
written as mX(t) = SX(t)[SX(t)]−1.

The naive kernel estimator for mX(t) has been discussed by Guillamón et al. (1998)

and they defined it as m̂X(t) = ŜX(t)[ŜX(t)]−1, where
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)
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h
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V
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h

)
, (1)

with V (x) =
∫∞
x

K(y)dy and V(x) =
∫∞
x

V (y)dy. The function K is called as kernel
and h > 0 is called as bandwidth. Though under some weak regularity conditions the
naive kernel estimator performs well with the bias and the variance are in the order
of O(h2) and O(n−1), respectively, but the boundary bias problem arises because the
analysis of mean residual life function is mostly used for nonnegative data. Especially
when fX(0) > 0 such as in exponential distribution, the boundary effect is so severe.

Our purpose is to eliminate the boundary bias problem using two new kernel-type
estimators. The proposed estimators are, with j = 1, 2, m̃X,j(t) = S̃X,j(t)[S̃X,j(t)]

−1,

where S̃X,j(t) = 1
n

∑n
i=1 Vj,h(log x, logXi) and S̃X,j(t) = 1

n
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i=1Vj,h(log x, logXi), with
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)
, V1,h(x, y) = ex+y
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and
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h
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)
dz, V2,h(x, y) =

∫ y
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ezV

(
x− z

h

)
dz. (3)

As we can see, our new estimators are based on transformation of data using logarithmic
function. Hence, even though the rate of convergence of the variances do not change,
the biases are stay in the order of O(h2) near 0 because no weight is put on the negative
real line. As a result, there is no boundary effect.
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