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Nowadays, you can see many types of high-dimensional data such as genetic microarrays,
medical imaging, text recognition, finance, chemometrics, and so on. A common feature of
high-dimensional data is that the data dimension is extremely high, however, the sample size
is relatively low. We call such data “HDLSS” or “large p, small n” data, where p is the data
dimension and n is the sample size. In this talk, we consider high-dimensional classification
based on eigenstructures. Note that one cannot use a typical classification rule for HDLSS data.
Suppose we have two classes πi, i = 1, 2, and take independent p-dimensional samples from each
πi having a mean vector μi and covariance matrix Σi (≥ O). Let λ1(i), ..., λp(i) be eigenvalues of
Σi, where λ1(i) ≥ · · · ≥ λp(i)(≥ 0). Aoshima and Yata (2018a) proposed two types of eigenvalue
models. One is called the strongly spiked eigenvalue (SSE) model and defined as follows:
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The other one is called the non-SSE (NSSE) model and defined as follows:

λ2
1(i)

tr(Σ2
i )

→ 0 as p → ∞ for i = 1, 2. (2)

Let x̄ini and Sini be the sample mean vector and the sample covariance matrix for i =
1, 2. Aoshima and Yata (2011, 2018b) gave an effective quadratic classifier called the geometric
classifier. By using the geometric classifier, one classifies the individual x0 into π1 if
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and into π2 otherwise. They also showed the asymptotic normality of the classifier under (2)
and discuss the sample size determination to control the misclassification rate. In this talk, we
focus on (1) and give a new quadratic classifier. We often see (1) when we analyze microarray
data, so it is very important to develop theories and methodologies for (1). We propose a new
geometric classifier for (1) by using the data transformation technique given by Aoshima and
Yata (2018a). We show that our new classifier has several preferable asymptotic properties for
high-dimensional data under (1). Finally, we demonstrate our new classifier by using microarray
data sets.
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