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We consider a d-dimensional ergodic diffusion process defined by the following stochastic differen-
tial equation such that

dX t = b
(
X t ,β

)
dt +a (X t ,α)dwt , X0 = x0,

where {wt }t≥0 is an r -dimensional Wiener process, x0 is a random variable independent of {wt }t≥0,
α ∈ Θ1 and β ∈ Θ2 are unknown parameters, Θ1 ⊂ Rm1 and Θ2 ⊂ Rm2 are bounded and open sets
in Rmi for i = 1,2, θ⋆ = (

α⋆,β⋆
)

is the true value of the parameter, and a : Rd ×Θ1 → Rd ⊗Rr and
b : Rd ×Θ2 → Rd are known functions.

Our interest is to examine adaptive maximum-likelihood-type estimators of the diffusion parameter
α and the drift one β for discretely observed diffusion processes with observational noise. The dis-
crete and contaminated observation is defined as the sequence of random variables

{
Yi hn

}
i=0,...,n

such that for all i = 0, . . . ,n,

Yi hn = Xi hn +Λ1/2εi hn ,

where hn > 0 is the discretisation step such that hn → 0 and Tn := nhn →∞ as n →∞,
{
εi hn

}
i=0,...,n is

the i.i.d. sequence of d-dimensional random variables independent of {X t }t≥0 such that E [ε0] = 0 and
Var(ε0) = Id , and Λ is the positive semi-definite matrix determining the variance of the noise term.

To extract the state of the latent process, we compose the sequence of local means with respect to the
kn partitions, that is, Ȳ j := 1

pn

∑pn−1
i=0 Y j∆n+i hn , where pn := n/kn indicates the number of observation

in each partition, and ∆n := pnhn is the bandwidth of the partitions. With this sequence, we construct
two quasi-likelihood functions for these parameters such that

Hτ
1,n (α;Λ) :=−1

2

kn−2∑
j=1

((
2

3
∆n Aτ

n

(
Ȳ j−1,α,Λ

))−1 [(
Ȳ j+1 − Ȳ j

)⊗2
]
+ logdet Aτ

n

(
Ȳ j−1,α,Λ

))
,

H2,n
(
β;α

)
:=−1

2

kn−2∑
j=1

((
∆n A

(
Ȳ j−1,α

))−1
[(

Ȳ j+1 − Ȳ j −∆nb
(
Ȳ j−1,β

))⊗2
])

,

where for all matrices M , M T is the transpose of M and M⊗2 := M M T , for all the set of matrices M1

and M2 with the same size, M1 [M2] := tr
{

M1M T
2

}
, A (x,α) = a⊗2 (x,α), Aτ

n (x,α,Λ) := A (x,α)+3∆
2−τ
τ−1
n Λ

and τ ∈ (1,2] is a tuning parameter.

It is possible to optimise these quasi-likelihoods separately, and this adaptive procedure has an ad-
vantage over the existent simultaneous one (e.g., Favetto (2014) and Favetto (2016)) in computational
burden. In this talk, we show that both the estimators have asymptotic properties such as consistency,
asymptotic normality with different convergence rate and asymptotic independence (for details, see
Nakakita and Uchida (2017:arXiv:1711.04462, 2018:arXiv:1805.11414)).


